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We propose semiparametrically efficient estimators for general integrated volatility functionals of multivariate semimartingale processes. A plug-in method that uses nonparametric estimates of spot volatilities is known to induce high-order biases that need to be corrected to obey a central limit theorem. Such bias terms arise from boundary effects, the diffusive and jump movements of stochastic volatility and the sampling error from the nonparametric spot volatility estimation. We propose a novel jackknife method for bias correction. The jackknife estimator is simply formed as a linear combination of a few uncorrected estimators associated with different local window sizes used in the estimation of spot volatility. We show theoretically that our estimator is asymptotically mixed Gaussian, semiparametrically efficient, and more robust to the choice of local windows. To facilitate the practical use, we introduce a simulation-based estimator of the asymptotic variance, so that our inference is derivative-free, and hence is convenient to implement.

1. Introduction. This paper concerns the efficient estimation of integrated volatility functionals of the form $\int_0^T g(c_s) \, ds$, where $c$ is the spot covariance matrix process of a $d$-dimensional Itô semimartingale process $X$, $g(\cdot)$ is a smooth function and $T$ is the fixed time span. A basic example of such functionals is the integrated variance-covariance matrix ([3, 4]). General integrated volatility functionals have received much attention in the recent literature of high-frequency econometrics and statistics; see, for example, [14, 18] and [25]. These functionals are broadly useful for measuring risk-related quantities ([2, 17, 20]) for which the $g(\cdot)$ function transforms the spot covariance to quantities such as spot betas, correlations, idiosyncratic variances and eigenvalues. More generally, integrated volatility functionals can be used as “moment conditions” for estimating economic models [22]. In this case, $g(\cdot)$ involves general nonlinear functions implied by the underlying economic theory (e.g., option pricing theory or market microstructure theory), as well as weight functions (i.e., instruments) in the estimation procedure.
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A natural “plug-in” estimator of \( \int_0^T g(c_s) \, ds \) can be formed by replacing the latent spot covariance matrix process with its nonparametric estimate. When the volatility path is sufficiently smooth, [18] shows the “plug-in” estimator is consistent and asymptotically mixed Gaussian. However, the smoothness requirement of [18] does not hold for typical stochastic volatility models (e.g., jump-diffusions).

In a recent work, [14] show that under more general volatility dynamics, the “raw” plug-in estimator carries high-order asymptotic biases that are not negligible in the second-order asymptotics. Jacod and Rosenbaum [14] also propose a bias-correction procedure and show the bias-corrected estimator admits a (feasible) central limit theorem. Moreover, this estimator attains the semiparametric efficiency bound established by [9] and [25]. The theory of [14] is further extended by [21] to allow for broader classes of test functions (i.e., \( g(\cdot) \)) via a spatial-localization technique.

Although the aforementioned bias-corrected estimator is known in explicit form, implementing in empirical applications can be fairly cumbersome. The main reason is that the correction term involves the second partial derivatives of the test function \( g(\cdot) \) with respect to all elements of the spot covariance matrix. Consequently, to implement the bias correction, the empirical researcher typically needs to prepare a large number of analytical formulas of second partial derivatives. Although such calculations are feasible “in principle,” they are quite costly in empirical research, especially when the researcher may experiment with various choices of \( g(\cdot) \) in search of a good specification. Such a cost may already be substantial even for problems with moderate dimensions. For example, [20] study a volatility-spanning problem with \( d = 10 \), in which the bias-correction term involves 990 distinct second partial derivatives for various highly nonlinear functions with 45 arguments (i.e., the number of distinct elements in the spot covariance matrix). In general, the computational complexity grows at the rate of \( O(d^4) \).

The task of bias correction can further be complicated when the function \( g(\cdot) \) itself is not known in an analytical form, but is calculated using rather nontrivial numerical procedures. For example, [22] demonstrate integrated volatility functionals can be used as integrated moment conditions for estimating option-pricing models with high-frequency data. In such applications, \( g(\cdot) \) involves an option-pricing formula, which in turn needs to be numerically evaluated by solving ordinary differential equations and Fourier transforms (see, e.g., [10]). The computational complexity of evaluating the second partial derivatives of \( g(\cdot) \) is “two orders of magnitude” higher than that of \( g(\cdot) \) with lower numerical precision, which renders a reliable implementation of the bias correction very challenging.

Set against this background, we propose an easy-to-implement jackknife procedure for bias correction, which avoids the estimation of bias terms altogether. Jackknife methods have been widely used in statistics (see, e.g., [11]). Here, we consider two uncorrected estimators formed using two different sequences of local windows in the estimation of spot volatility. Because these estimators have similar bias terms but with different loadings, we can eliminate their biases by forming a proper linear combination between them. We refer to the resulting estimator as the...
two-scale jackknife estimator. We show this estimator is asymptotically centered mixed Gaussian. Importantly, its conditional asymptotic variance is the same as that of the estimator in [14], and hence the jackknife estimator is also semiparametrically efficient.

To further facilitate inference in practice, we propose an easy-to-implement and consistent estimator for the asymptotic variance via a simulation technique. Our motivation is that existing estimators of the asymptotic variance involve the first partial derivatives of \( g(\cdot) \), and hence can potentially be cumbersome to implement in practice for reasons mentioned above. In fact, our estimator is simply the sample variance of uncorrected estimators formed using simulated data. This estimator does not require analytical or numerical evaluation of the derivatives of \( g(\cdot) \), and the simulation can easily be parallelized. In a recent paper, [23] proposed a general approach for estimating asymptotic variances via the “observed asymptotic variance” that is formed as the quadratic variation of “miniature” versions of the original (full-sample) estimator. Our simulation-based estimator for the asymptotic variance is conceptually different from that of [23] because the former is constructed by recomputing the original full-sample estimator for simulated data. In particular, we do not need to divide the sample into blocks for estimating miniature versions of the integrated volatility functional. That said, both estimators share the advantage that the user does not have to know the form of the asymptotic variance, which is clearly convenient in practice. Hence, our method provides a useful complement to that of [23] in empirical research.

We note that both the bias-corrected estimator of [14] and the two-scale jackknife estimator are designed to correct the nonlinearity bias that arises from the (squared) statistical error in the nonparametric estimation of spot volatility, for which the asymptotic justification relies on “undersmoothing.” That is, the local window size for the spot volatility estimation is relatively “small,” so that other biases due to the boundary effect, volatility of volatility, and volatility jumps become asymptotically negligible. By contrast, [15] consider a specific choice of the local window sequence in which all sources of biases are balanced at the same order, and propose explicit correction for each of them.

In the same vein, we show this “complete” bias correction can also be achieved via a multiscale jackknife estimator formed as a linear combination of three (or more) uncorrected estimators. The underlying idea is, again, to cancel the biases using uncorrected estimators without estimating the biases explicitly. Theoretically, we show the multiscale jackknife estimator admits the same central limit theorem while allowing for a broad range of growth behavior of the local windows. We show the multiscale bias correction is sufficiently accurate (for obtaining a central limit theorem) even if all types of aforementioned biases are explosive in each of the uncorrected estimators. In particular, the asymptotic behavior of the jackknife procedure is stable regardless of whether the nonparametric volatility estimation features “undersmoothing” or “oversmoothing.” This stability provides a theoretically guaranteed robustness for the multiscale jackknife method.
Our analysis is limited to the setting in which the high-frequency data are observed without noise. It is well known that financial data at the “ultra high” frequency are contaminated by microstructure noise, which would lead to nontrivial bias in the spot volatility estimates. In the multivariate setting, sampling asynchronicity among the underlying processes leads to another type of bias in the estimation of covariances. Therefore, following standard practice, our method is mainly applicable to data that are sparsely sampled, for which the effect of noise and/or asynchronicity is mild. A large and growing literature exists on the estimation of integrated variance and covariance matrix for noisy irregularly sampled data; see, for example, [1, 5–7, 12, 16, 27, 28] and [26]. The efficiency problem in this context has been addressed by [24] using the equivalence-of-experiment approach. Extending such results to the case of efficient estimation of general integrated volatility functionals is a rather nontrivial task that is beyond the scope of the current paper.

This paper is organized as follows. Section 2 presents the setting. Section 3 contains our main results. Section 4 reports simulation results. Section 5 concludes. The Supplementary Material in [19] contains all proofs.

2. The setting.

2.1. The underlying processes. We consider a \( \mathbb{R}^d \)-valued process \( (X_t)_{t \geq 0} \) defined on a filtered probability space \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}) \). We observe \( X_{i \Delta_n} \) for \( i = 0, \ldots, \lfloor T/\Delta_n \rfloor \) over a fixed time interval \( [0, T] \), where \( \Delta_n \to 0 \), as \( n \to \infty \) asymptotically. Below, for any variable \( Y_t \), we denote its \( j \)th component by \( Y_t^{(j)} \); the same convention also applies to matrix- and tensor-valued variables. We denote \( \Delta_n X \equiv X_{i \Delta_n} - X_{(i-1) \Delta_n}, i \geq 1 \).

Our basic assumption is that \( X \) is an Itô semimartingale (see, e.g., Section 2.1.4 in [13]) with the following form:

\[
X_t = x_0 + \int_0^t b_s \, ds + \int_0^t \sigma_s \, dW_s + \int_0^t \int_\mathbb{R} \delta(s, z) \mu(ds, dz),
\]

where \( W \) is a \( d' \)-dimensional Brownian motion and \( \mu \) is a Poisson random measure on \( \mathbb{R}_+ \times \mathbb{E} \) for some auxiliary Polish space \( \mathbb{E} \) with compensator \( \nu(dt, dz) = dt \otimes \lambda(dz) \) for some \( \sigma \)-finite measure \( \lambda(dz) \). The stochastic volatility process \( \sigma_t \) takes values in \( \mathbb{R}^{d \otimes d'} \). We denote the spot covariance matrix \( c_t \equiv \sigma_t \sigma_t^T \), which takes value in the space \( \mathcal{M}_d \) of \( d \)-dimensional positive semidefinite matrices. We suppose \( c_t \) is also an Itô semimartingale with the form

\[
c_t = c_0 + \int_0^t \tilde{b}_s \, ds + \int_0^t \tilde{\sigma}_s \, dW_s \\
+ \int_0^t \int_\mathbb{E} \tilde{\delta}(s, z) 1_{\{||\tilde{\delta}(s, z)|| \leq 1\}} (\mu - \nu)(ds, dz) \\
+ \int_0^t \int_\mathbb{E} \tilde{\delta}(s, z) 1_{\{||\tilde{\delta}(s, z)|| > 1\}} \mu(ds, dz),
\]
where we use a matrix notation by defining matrix-valued processes component by component. In particular, the \((j, k)\) component of \(\int_0^t \tilde{\sigma}_s dW_s\) is given by \(\sum_{l=1}^d \int_0^t \tilde{\sigma}_{(jkl)}^l dW_s^l\). We now collect some regularity conditions for the process \(X\).

**Assumption 1.** The following conditions hold for some constant \(r \in [0, 1)\). There are a sequence \((J_m)_{m \geq 1}\) of nonnegative bounded \(\lambda\)-integrable functions on \(E\) and a sequence \((\tau_m)_{m \geq 1}\) of stopping times increasing to \(\infty\), such that \(\|\mathbb{J}(t, \cdot)\| \wedge 1 \leq J_m(\cdot)\) and \(\|\tilde{\mathbb{J}}(t, \cdot)\|^2 \wedge 1 \leq J_m(\cdot)\) on \(\{t \leq \tau_m\}\). The processes \(b_t, \tilde{b}_t\) and \(\tilde{\sigma}_t\) are càdlàg adapted.

Assumption 1 is fairly standard for analyzing the asymptotic properties of estimators formed using high-frequency data; see [13] for many examples. In particular, the constant \(r\) serves as a bound for the activity of jumps in \(X\). The restriction \(r < 1\) is needed for deriving central limit theorems for jump-robust estimators of volatility functionals.

The primary interest of the current paper is on the efficient estimation of integrated volatility functionals of the form

\[
S(g) \equiv \int_0^T g(c_s) \, ds,
\]

where \(g(\cdot) : \mathcal{M}_d \mapsto \mathbb{R}^k\) is a three-time continuously differentiable function. For example, in a bivariate case, we take \(g(c) = c(12)/c(11), c(12)/\sqrt{c(11)c(22)}, c(22) - (c(12))^2/c(11)\) for estimating the integrated beta, correlation and idiosyncratic variance, respectively. More complicated transformations arise in nonparametric specification tests for the covariance process [20] and the estimation of economic models [22]) in which the form of \(g(\cdot)\) is determined by the scientific model under investigation.

### 2.2. The uncorrected estimator and its high-order biases.

We now proceed to introducing the uncorrected estimator, which is the building block of the jackknife estimator we propose below. The uncorrected estimator of \(S(g)\) is formed by replacing the latent covariance matrix process \(c\) with its nonparametric estimate. To this end, we choose a sequence \(k_n\) of local windows and associate it with the following spot covariance matrix estimator: for \(N_n \equiv \lfloor T/\Delta_n \rfloor - k_n + 1\),

\[
\hat{c}_i^n(k_n) \equiv \frac{1}{k_n \Delta_n} \sum_{j=0}^{k_n-1} \Delta_i^j X \Delta_i^{n-j} X^\top 1_{\{\|\Delta_i^{n-j} X\| \leq u_n\}}, \quad 1 \leq i \leq N_n,
\]

where \(u_n\) is a thresholding sequence for eliminating jumps in \(X\) that satisfies

\[u_n \asymp \Delta_n^{\sigma} \quad \text{for some } \sigma \in (0, 1/2).\]
Our notation $\hat{c}_i^n(k_n)$ emphasizes the dependence of this estimator on the local window sequence $k_n$. The uncorrected estimator for $S(g)$ is then constructed as its sample analogue:

$$S_n(g; k_n) \equiv \Delta_n \sum_{i=1}^{N_n} g(\hat{c}_i^n(k_n)).$$

The asymptotic behavior of this uncorrected estimator is fairly complicated and depends crucially on the growth rate of $k_n$. The optimal rate for estimating the spot volatility is known to be attained with $k_n \asymp \Delta_n^{-1/2}$. Hence, a (seemingly) natural choice of $k_n$ is such that

$$k_n \sim \theta \Delta_n^{-1/2} \quad \text{for some } \theta \in (0, \infty).$$

Under this rate condition, [14] characterized the asymptotic behavior of the uncorrected estimator. To build intuition for our later discussions, briefly recalling this result is instructive. We consider the special case with $d = d' = 1$ for simplicity. Below, we use $\mathcal{L} \rightarrow$ to denote stable convergence in law, which means the convergence in law is joint with any bounded $\mathcal{F}$-measurable random variables.

Theorem 3.1 in [14] shows

$$\Delta_n^{-1/2}(S_n(g; k_n) - S(g)) \xrightarrow{\mathcal{L}} Z + B_1(\theta) + B_2(\theta),$$

where $Z$ is an $\mathcal{F}$-conditionally centered Gaussian variable with conditional variance $\Sigma(g)$ given by

$$\Sigma(g) \equiv 2 \int_0^T \partial g(c_s)^2 c_s^2 ds,$$

and $B_1(\theta)$ and $B_2(\theta)$ are bias terms given by

$$B_1(\theta) \equiv \frac{1}{\theta} \int_0^T \partial^2 g(c_s)c_s^2 ds,$$

$$B_2(\theta) \equiv -\frac{\theta}{2}(g(c_0) + g(c_T))$$

and

$$-\frac{\theta}{12} \int_0^T \partial^2 g(c_s)\tilde{\sigma}_s^2 ds$$

bias due to diffusive movements in $c$

$$+ \theta \sum_{0<s \leq T} \int_0^1 (g(c_{s-} + w\Delta c_s) - (1-w)g(c_{s-}) - wg(c_s)) dw$$

bias due to jumps in $c$.

(2.6)
We note that, except for the edge effect, the bias terms shown in (2.6) are present only when the test function \( g(\cdot) \) is nonlinear. This result shows an important qualitative departure of our analysis on general volatility functionals from the baseline problem of estimating integrated variance-covariance matrices, as the latter corresponds to \( g(\cdot) \) being the (linear) identity function.

Explicitly de-biasing \( B_2(\theta) \) is clearly very difficult because it depends on the volatility of volatility \( \tilde{\sigma} \) and volatility jumps \( \Delta c \), which involve a layer of latency in addition to the latent volatility process. A simple and elegant solution proposed by [14] is to eliminate \( B_2(\theta) \) asymptotically via undersmoothing (i.e., \( k_n \Delta_n^{1/2} \to 0 \)). As a result, the nonlinearity bias term \( B_1(\theta) \) becomes explosive and needs correction. Jacod and Rosenbaum [14] proposed correcting \( B_1(\theta) \) via its sample analogue:

\[
(2.7) \quad B_{1,n}(g) = \frac{\Delta_n^{1/2}}{k_n} \sum_{i=1}^{N_n} \partial^2 g(\hat{c}_i^n (k_n)) \hat{c}_i^n (k_n)^2,
\]

and showed that

\[
(2.8) \quad \Delta_n^{-1/2}(S_n(g ; k_n) - S(g)) - B_{1,n}(g) \overset{L.s}{\to} Z.
\]

Furthermore, the asymptotic variance \( \Sigma(g) \) can be consistently estimated via a plug-in estimator, which can be used for conducting feasible inference.

This bias-corrected estimator has generated much empirical interest in the recent literature ([2, 17, 20, 22]). However, as mentioned in the Introduction, estimating the bias-correction term and the asymptotic variance can be cumbersome in many empirically interesting scenarios, because of the large number of derivatives to be calculated. The implementation becomes even more complicated if one also wants to estimate and correct for various bias terms in \( B_2(\theta) \) as considered in [15]. We propose a simple-to-implement jackknife method to address these issues, to which we now turn.

3. Main results.

3.1. Two-scale jackknife estimation. We first introduce the two-scale jackknife estimator. This estimator eliminates only the nonlinearity bias and hence can be considered a counterpart of the estimator of [14]. The key idea underlying our construction is to use uncorrected estimators with different local windows. To this end, we consider two sequences of local windows \((k_{1,n}, k_{2,n})\) and weights \((\psi_1, \psi_2)\) such that

\[
(3.1) \quad \sum_{q=1}^{2} \psi_q = 1, \quad \sum_{q=1}^{2} \psi_q k_q^{-1} = o(\Delta_n^{1/2}).
\]
For example, with $k_{1,n} = k_n$ and $k_{2,n} = 2k_n$, the above condition is satisfied with $\psi_1 = -1$ and $\psi_2 = 2$. The two-scale jackknife estimator is then given by

$$TS_n(g) = \psi_1 S_n(g; k_{1,n}) + \psi_2 S_n(g; k_{2,n}).$$

The idea underlying this construction is quite intuitive. Indeed, we observe from (2.6) that the nonlinearity bias $B_1(\theta)$ is proportional to $1/\theta$ (hence $1/k_n$). The second condition in (3.1) thus ensures the bias terms in the two uncorrected estimators cancel each other out up to desired precision.

Theorem 1, below, describes the asymptotic property of the two-scale estimator $TS_n(g)$. Like [14], we impose the following undersmoothing condition (i.e., $\varsigma < 1/2$) on the local window sequences.

**Assumption 2.** For $q = 1, 2$, $k_{q,n} \asymp \Delta_n^{-\varsigma}$ for some $\varsigma \in (\frac{1}{2}, \frac{1}{3})$.

We also need some smoothness condition for the function $g(\cdot)$ coupled with some mild pathwise regularity for the spot volatility process. Below, for a compact set $K \subset \mathcal{M}_d$ and $\epsilon > 0$, we denote the “$\epsilon$-enlargement” about $K$ by

$$K^\epsilon \equiv \left\{ M \in \mathcal{M}_d : \inf_{A \in K} \| M - A \| < \epsilon \right\}.$$

**Assumption 3.** There exist a sequence of stopping times $(\tau_m)_{m \geq 1}$ increasing to infinity and a sequence of convex compact subsets $K_m \subseteq \mathcal{M}_d$, $m \geq 1$, such that $c_t \in K_m$ for $t \leq \tau_m$ and $g$ is three-time continuously differentiable on $K^\epsilon_m$ for some $\epsilon > 0$.

Assumption 3 requires the localized process $c_{t \wedge \tau_m}$ to be compactly valued, and $g(\cdot)$ is $C^3$ on a slight enlargement of this compact support. Importantly, we do not require $g(\cdot)$ to satisfy the polynomial growth condition as in [14], which is often violated in economic and financial applications. This generality is achieved by using a spatial localization argument as in [20, 21] and [22]. The intuition underlying the spatial localization argument is as follows. We first observe that the spot covariance estimates uniformly approximate the local averages of the true spot covariances over the corresponding time intervals. Hence, with probability approaching 1, these estimates fall in a compact set that is “slightly larger” than the (convex) set in which the spot covariance process takes values. As a result, for all our probabilistic calculations, we can restrict the test function $g(\cdot)$ locally on a compact set, which avoids restrictions on the global growth rate of $g(\cdot)$.

**Theorem 1.** Suppose Assumptions 1, 2 and 3 hold and $\sigma \in \left[ \frac{1-\varsigma}{2-r}, \frac{1}{2} \right)$. Then

$$\Delta_n^{-1/2} (TS_n(g) - S(g)) \xrightarrow{L^p} \mathcal{N}(0, \Sigma(g)).$$
where $\mathcal{M}\mathcal{N}$ denotes the mixed normal distribution and

$$\Sigma(g) \equiv \sum_{j,k,l,m=1}^{d} \int_{0}^{T} \partial_{jk} g(c_{s}) \partial_{lm} g(c_{s})^\top (c_{s}^{(j,l)} c_{s}^{(k,m)} + c_{s}^{(j,m)} c_{s}^{(k,l)}) ds.$$ 

Theorem 1 shows the two-scale jackknife estimator $TS_{n}(g)$ is a $\Delta_{n}^{-1/2}$-consistent estimator of $S(g)$. After normalization, $TS_{n}$ admits a central limit theorem with $\mathcal{F}$-conditional asymptotic covariance matrix $\Sigma(g)$, which attains the efficiency bound established in [9] and [25].

To improve the finite-sample performance, [14] suggest removing the boundary effect by adjusting the uncorrected estimator as

$$S'_{n}(g; k_{n}) \equiv S_{n}(g; k_{n}) + \frac{k_{n} \Delta_{n}}{2} \left( g(\hat{c}_{n}(k_{n})) + g(\hat{c}_{n}(k_{n})) \right).$$

Likewise, we can adjust the jackknife estimator as

$$TS'_{n}(g) \equiv \psi_{1} S'_{n}(g; k_{1,n}) + \psi_{2} S'_{n}(g; k_{2,n}).$$

Because $\Delta_{n}^{-1/2} (S'_{n}(g; k_{n}) - S_{n}(g; k_{n})) = O_{p}(k_{n} \Delta_{n}^{-1/2})$, which vanishes asymptotically in the current case with undersmoothing, these finite-sample adjustments do not result in any change for Theorem 1.

3.2. Consistent estimation of $\Sigma(g)$ via simulation. We need a consistent estimator for $\Sigma(g)$ so as to conduct feasible inference based on Theorem 1. A natural choice is the “plug-in” estimator $\Sigma_{n}(g)$ given by

$$\sum_{j,k,l,m=1}^{d} \Delta_{n} \sum_{i=1}^{N_{n}} \partial_{jk} g(\hat{c}_{n}^{i}) \partial_{lm} g(\hat{c}_{n}^{i})^\top \left( \hat{c}_{n}^{i,j,l}(km) + \hat{c}_{n}^{i,j,m}(kl) \right),$$

where $\hat{c}_{n}^{i} = \hat{c}_{n}(k_{n})$ and $k_{n}$ satisfies $k_{n} \to \infty$ and $k_{n} \Delta_{n} \to 0$; see, for example, Theorem 9.4.1 in [13].

As mentioned in the Introduction, this plug-in estimator can be cumbersome to implement because it requires calculations of the partial derivatives of $g$. For this reason, we propose a simulation-based estimator for the asymptotic covariance matrix that avoids the calculation of $\partial g$ altogether. Algorithm 1, below, describes this estimator, which we denote by $\Sigma_{n}^{*}(g)$.

**ALGORITHM 1.** The procedure comprises of four steps:

1. Estimate $\hat{c}_{n}(k_{n})$ for some $k_{n}$.
2. For each block $b \in \{1, \ldots, \lceil T/k_{n} \Delta_{n} \rceil \}$, simulate $(\Delta_{n}(b-1)k_{n}+i, X^{*})_{1 \leq i \leq k_{n}}$ as i.i.d. draws from $\mathcal{N}(0, \hat{c}_{(b-1)k_{n}+1}^{n} \Delta_{n}).$
3. Compute $\tilde{S}_n^*(g)$ as 

$$k_n \Delta_n \sum_{b=1}^{\lfloor T/k_n \Delta_n \rfloor} g \left( \frac{1}{k_n \Delta_n} \sum_{j=0}^{k_n-1} (\Delta_{(b-1)k_n+1+j}^n X^*) (\Delta_{(b-1)k_n+1+j}^n X^*)^\top \right).$$

4. Repeat Steps 2 and 3 for a large number of times. Compute $\Sigma_n^*(g)$ as the sample covariance matrix of the simulated $\Delta_n^{-1/2} \tilde{S}_n^*(g)$.

Implementing Algorithm 1 is easy because it only requires re-computing the uncorrected estimator using simulated returns. We note that to implement this algorithm, one only needs to re-estimate the spot covariance matrix in each simulation for $\lfloor T/k_n \Delta_n \rfloor$ nonoverlapping blocks (instead of for $N_n$ overlapping windows). Theorem 2, below, shows $\Sigma_n^*(g)$ is a consistent estimator of $\Sigma(g)$.

**THEOREM 2.** Suppose Assumptions 1 and 3 hold, $\sigma \in \left[ \frac{1-\varsigma}{2-\rho}, \frac{1}{2} \right)$, $k_n \to \infty$ and $k_n \Delta_n \to 0$. Then $\Sigma_n^*(g) \xrightarrow{p} \Sigma(g)$.

3.3. **Multiscale jackknife estimation and its robustness property.** The two-scale jackknife estimator and the bias-corrected estimator of [14], implicitly or explicitly, correct the nonlinearity bias [i.e., the $B_1(\theta)$ term in (2.6)]. However, other sources of biases [i.e., the $B_2(\theta)$ term in (2.6)], including those driven by volatility-of-volatility and volatility jumps, are “eliminated” essentially by making the undersmoothing assumption. Although this type of theoretical argument is quite common in nonparametric statistics, these bias terms may still have a nontrivial effect in finite samples. This effect should be relatively large during sample periods with large fluctuations in volatility, such as crisis and macro announcement times. Such periods are of important empirical interest in economic applications because the sizable variation in volatility helps in identifying and testing economic models.

Motivated by this concern, we consider next a “complete” bias correction that eliminates all bias terms identified in (2.6). Along this line, [15] made an interesting contribution by constructing an estimator for each bias term and then correcting the biases explicitly. However, implementing the estimator of [15] is difficult in practice because the (direct) estimation of volatility-of-volatility and volatility jumps are notoriously difficult in finite samples. As a result, the undersmoothing approach has been preferred in economic and financial applications; see, for example, [2, 17, 20, 21] and [22].

We propose an easy-to-implement alternative by using a multiscale jackknife estimator that is formed as a linear combination of three (or more) uncorrected estimators associated with different local windows. To this end, we consider local windows $k_{q,n}$ and weights $\psi_q, 1 \leq q \leq Q$, such that

$$\sum_{q=1}^{Q} \psi_q = 1, \quad \sum_{q=1}^{Q} \psi_q k_{q,n}^{-1} = o(\Delta_n^{1/2}), \quad \sum_{q=1}^{Q} \psi_q k_{q,n} = o(\Delta_n^{-1/2}).$$

(3.2)
For example, when $Q = 3$, $k_{j,n} = a_j k_n$, the weights are solved as

\[
\begin{pmatrix}
\psi_1 \\
\psi_2 \\
\psi_3
\end{pmatrix} = \begin{pmatrix}
1 \\
a_1 \\
1/a_1
\end{pmatrix}^{-1} \begin{pmatrix}
1 \\
a_2 \\
1/a_2
\end{pmatrix}^{-1} \begin{pmatrix}
1 \\
a_3 \\
1/a_3
\end{pmatrix}^{-1} \begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix}.
\]

The multiscale jackknife estimator is then given by

\[
MS_n(g) \equiv \sum_{q=1}^Q \psi_q S_n(g; k_{q,n}).
\]

Compared with the weights in the two-scale jackknife [recall (3.1)], the weights in the multiscale construction (3.2) satisfy an additional condition $\sum_{q=1}^Q \psi_q k_{q,n} = o(\Delta_n^{-1/2})$. This condition is used to ensure bias terms such as $B_2(\theta)$ (which is proportional to $\theta$ and $k_n$) cancel each other out in the linear combination of uncorrected estimators.

Theorem 3, below, describes the asymptotic behavior of the multiscale jackknife estimator $MS_n(g)$, for which we need the following condition on the local windows.

**Assumption 4.** For all $1 \leq q \leq Q$, $k_{q,n} \asymp \Delta_n^{-\varsigma}$ for some $\varsigma \in (\frac{r_2}{2}, \frac{1}{3})$.

**Theorem 3.** Suppose Assumptions 1, 3, 4 and $\varpi \in \left[\frac{1-\varsigma}{2}, \frac{1}{2}\right]$. Then

\[
\Delta_n^{-1/2}(MS_n(g) - S(g)) \xrightarrow{L^2} \mathcal{N}(0, \Sigma(g)),
\]

where $\Sigma(g)$ is defined as in Theorem 1.

Theorem 3 shows the multiscale jackknife estimator has the same asymptotic distribution as its two-scale counterpart shown in Theorem 1. Hence, the multiscale estimator is also semiparametrically efficient and its asymptotic variance can be estimated using the method described in Section 3.2.

Note that Theorem 3 holds under Assumption 4, which is much weaker than Assumption 2 that is used in Theorem 1. The key difference is that Theorem 3 not only holds with undersmoothing (i.e., $k_n \ll \Delta_n^{-1/2}$), but also holds with over-smoothing (i.e., $k_n \gg \Delta_n^{-1/2}$). In the latter case, the two-scale jackknife estimator and the bias-corrected estimator of [14] do not admit a central limit theorem, because the biases due to the boundary effect, volatility-of-volatility and volatility jumps are no longer asymptotically negligible (these bias terms are actually explosive). But such biases are implicitly corrected via the multiscale jackknife, which makes the resulting estimator $MS_n(g)$ much less sensitive to the growth rate of local windows. This result thus provides a well-defined sense of robustness for the multiscale jackknife estimator.
We can further compare Theorem 3 with the result of [15]. Jacod and Rosenbaum [15] also consider correcting all bias terms identified in (2.6) by explicitly estimating each of them. These authors proved a central limit theorem for their estimator under a specific choice of the local window, namely, $k_n \asymp \Delta_n^{-1/2}$. With this choice, the bias terms are “balanced” and have the same order as the term that drives the central limit theorem. Theorem 3, however, does not require the local windows to grow at this particular rate, but allows them to exhibit a broad range of asymptotic behavior. Importantly, it shows the multiscale jackknife bias correction is effective even if the biases are explosive. From a technical point of view, to establish such results, we need to use refined techniques to analyze the biases and their correction, which have not been seen in prior work.

3.4. Discussion on issues related to microstructure noise and sampling asynchronicity. The estimators proposed above rely on regularly sampled data in a noise-free setting. However, financial transaction data are often contaminated with microstructure noise and are sampled irregularly in time. These complications will result in biases in the spot covariance estimates and, subsequently, biases in the estimate of integrated volatility functionals. In order to mitigate these microstructural effects, a standard practice is to apply the estimator to sparsely sampled data. By doing so, one reduces the relative effect of microstructure noise and asynchronous sampling by increasing the “signal level” contained in the efficient price increments. As a result, the spot covariance estimates based on sparsely sampled noisy data are “closer” to those formed using the efficient price. In this subsection, we discuss sufficient conditions that justify the use of the sparse sampling method for making inference about integrated volatility functionals (although these conditions can likely be further improved upon).

To fix ideas, let $\hat{v}_n^i(k_n)$ denote the spot covariance estimate formed using sparsely sampled noisy data. As in previous sections, we use $\hat{c}_n^i(k_n)$ to denote the spot covariance estimate constructed from the efficient price. For simplicity, we refer to $\hat{v}_n^i(k_n)$ and $\hat{c}_n^i(k_n)$ as the noisy and the noise-free estimates, respectively. In view of the above heuristics concerning sparse sampling, we assume that the noisy estimate $\hat{v}_n^i(k_n)$ consistently approximates its noise-free counterpart uniformly:

$$\sup_{1 \leq i \leq N_n} \| \hat{v}_n^i(k_n) - \hat{c}_n^i(k_n) \| = o_p(1).$$

This condition is relatively mild because it does not require any specific rate of convergence. Like in the proof of our main theorems above, this uniform approximation condition allows us to invoke the spatial localization argument so that we can suppose without loss of generality that $g(\cdot)$ is compactly supported, and hence, Lipschitz continuous.

In order to show that microstructural complications have negligible effect for inference, we need the difference between $\hat{v}_n^i(k_n)$ and $\hat{c}_n^i(k_n)$ to be sufficiently
small on average. More precisely, we consider the following high-level condition: for some $a_n \to 0$,

$$
\Delta_n \sum_{i=1}^{N_n} \left\| \hat{v}_i^n (k_n) - \hat{c}_i^n (k_n) \right\| = O_p(a_n),
$$

(3.3)

where $a_n$ depicts the rate of convergence. The microstructural effect on the uncorrected estimator for the integrated volatility functional can then be bounded as

$$
\left\| \Delta_n \sum_{i=1}^{N_n} g(\hat{v}_i^n (k_n)) - \Delta_n \sum_{i=1}^{N_n} g(\hat{c}_i^n (k_n)) \right\| \\
\leq K \Delta_n \sum_{i=1}^{N_n} \left\| \hat{v}_i^n (k_n) - \hat{c}_i^n (k_n) \right\| = O_p(a_n).
$$

Since the jackknife estimators are formed as linear combinations of uncorrected estimators, the microstructural effect is asymptotically negligible for deriving their central limit theorems if

$$
a_n = o(\Delta_n^{1/2}).
$$

(3.4)

This condition can be further interpreted in terms of the extent to which the observation noise in the price and/or the degree of asynchronicity should be “small” for sparsely sampled data. We start with the case in which the price is observed with noise: instead observing the efficient price $X_i / \Delta_n$, we now observe $Y_i / \Delta_n = X_i / \Delta_n + \epsilon_{n,i}$ where the noise terms $\epsilon_{n,i}$ are mutually independent and independent of $X$. Suppose that the noise terms are “small” in the sense that their standard deviation is uniformly bounded by some sequence $\tilde{a}_n \to 0$. We then observe that

$$
\left\| \hat{v}_i^n (k_n) - \hat{c}_i^n (k_n) \right\| \\
\leq \frac{2}{k_n \Delta_n} \left\| \sum_{j=1}^{k_n} \Delta_i^{n} + j X (\epsilon_{n,i+j} - \epsilon_{n,i+j-1})^\top \right\| \\
+ \frac{1}{k_n \Delta_n} \sum_{j=1}^{k_n} \left\| \epsilon_{n,i+j} - \epsilon_{n,i+j-1} \right\|^2.
$$

It is easy to see that the two terms on the majorant side of the above estimate are of orders $O_p(\tilde{a}_n / \sqrt{k_n \Delta_n})$ and $O_p(\tilde{a}_n^2 / \Delta_n)$, respectively, which yields

$$
a_n = \max \{ \tilde{a}_n / \sqrt{k_n \Delta_n}, \tilde{a}_n^2 / \Delta_n \}.
$$

For the multiscale jackknife estimator, we can take $k_n \asymp \Delta_n^{-1/2}$. As a result, a sufficient condition for (3.4) is $\tilde{a}_n = o(\Delta_n^{3/4})$.

Turning to the case with asynchronous sampling, we measure the degree of asynchronicity as the proportion of mismatch between the irregular sampling
scheme and the regular sampling scheme, which we denote by \( \tilde{b}_n \). For example, if the minimal distance (e.g., measured by Hausdorff distance) between the set of (irregularly spaced) transaction times and the regular 5-minute sampling grid is less than 1 second on average, then \( \tilde{b}_n \) is bounded by \( 1/300 \). Measuring the degree of asynchronicity as such, it is easy to see that \( a_n = O(\tilde{b}_n) \). Hence, \( \tilde{b}_n = o(\Delta_n^{1/2}) \) is a sufficient condition for the asymptotic negligibility of asynchronous sampling in the context of the current paper.

4. Monte Carlo. In this section, we examine the finite-sample performance of our estimators in Monte Carlo simulations. We also compare them with the bias-corrected estimators of [14, 15] and [18]. To this end, we focus on the estimation of integrated quarticity in a univariate setting [i.e., \( g(c) = c^2 \)] for which the bias-correction terms of the “completely” bias-corrected estimator of [15] were given in closed-form. Below, we suppress the dependence on \( g \) in our notation for simplicity. Throughout, we fix \( T = 21 \) days and consider two sampling frequencies: \( \Delta = 1 \) or 5 minutes. We conduct 1000 Monte Carlo trials in total.

We simulate \( X_t \) and its volatility process \( \sigma_t \) according to

\[
\begin{align*}
\{ &dX_t = \sigma_t \, dW_t + dJ^X_t, \\
&\sigma_t = \exp(-1.6 + F_t), \\
&dF_t = -5F_t \, dt + 2 \, d\tilde{W}_t + dJ^F_t,
\end{align*}
\]

with \( \mathbb{E}[dW_t \, d\tilde{W}_t] = -0.75 \, dt \). We simulate \( J^X_t \) as a compensated Poisson jump process with jump-size distribution \( \mathcal{N}(-0.01, 0.02^2) \) and intensity \( \lambda = 36 \), and simulate \( J^F_t \) as a compensated tempered-stable process (or CGMY process in [8]) with the Lévy jump measure given by

\[
v(x) = \frac{\alpha}{|x|^{1+\beta}} e^{-\gamma_-|x|} \cdot 1_{\{x < 0\}} + \frac{\alpha}{|x|^{1+\beta}} e^{-\gamma_+|x|} \cdot 1_{\{x > 0\}},\]

where \( \gamma_+ = 3, \gamma_- = 5, \beta = 0.8, \) and \( \alpha = 4.5 \). The percentage of expected quadratic variation of \( F_t \) due to its jumps is about 30%. In this setting, the volatility of volatility in (2.2) is given by \( \tilde{\sigma}_t = 4c_1 \), and the bias terms \( B_1(\theta) \) and \( B_2(\theta) \) in (2.6) can be calculated explicitly as

\[
\begin{align*}
B_1(\theta) &= \frac{2}{\theta} \int_0^T c_s^2 \, ds, \\
B_2(\theta) &= -\frac{\theta}{2} (c_0^2 + c_T^2) - \frac{\theta}{6} \int_0^T \tilde{\sigma}_s^2 \, ds - \frac{\theta}{6} \sum_{s \leq T} (\Delta c_s)^2.
\end{align*}
\]

We consider several estimators for the integrated quarticity, including the two-scale jackknife estimator \( TS_n \) and its boundary-adjusted version \( TS'_n \), the multiscale jackknife estimator \( MS_n \), the undersmoothing estimator \( JR_n^{(1)} \equiv S_n - \Delta_n^{1/2} B_{1,n} \) proposed by [14] and its boundary-adjusted version \( JR^{(2)} \equiv S'_n - \Delta_n^{1/2} B_{1,n'} \).
\[ \Delta_{n}^{1/2}B_{1,n}, \] the estimator with complete bias correction proposed by [15]: that is, \( \text{JR}_{n}^{(3)} \equiv S_{n} - \Delta_{n}^{1/2}(B_{1,n} + B_{2,n}), \) where

\[
 B_{2,n} \equiv -\frac{k_{n}\Delta_{n}^{1/2}}{2}(\hat{c}_{n}^{2}(k_{n}) + \hat{c}_{N_{n}}^{2}(k_{n})) + \frac{\Delta_{n}^{1/2}}{k_{n}} \sum_{i=1}^{N_{n}} \hat{c}_{i}^{2}(k_{n})
 - \frac{\Delta_{n}^{1/2}}{4} \sum_{i=1}^{N_{n}} (\hat{c}_{i+k_{n}}^{2}(k_{n}) - \hat{c}_{i}^{2}(k_{n})).
\]

In addition, we consider the kernel-based estimator of [18] given by

\[
 B_{2,n} \equiv -\frac{k_{n}\Delta_{n}^{1/2}}{2}(\hat{c}_{n}^{2}(k_{n}) + \hat{c}_{N_{n}}^{2}(k_{n})) + \frac{\Delta_{n}^{1/2}}{k_{n}} \sum_{i=1}^{N_{n}} \hat{c}_{i}^{2}(k_{n})
 - \frac{\Delta_{n}^{1/2}}{4} \sum_{i=1}^{N_{n}} (\hat{c}_{i+k_{n}}^{2}(k_{n}) - \hat{c}_{i}^{2}(k_{n})).
\]

Unlike the other estimators above, \( K_{n} \) does not involve bias-correction. As is typical in conventional nonparametric statistics, this estimator was designed for settings where the volatility path is smooth, but this is not the case in our stochastic volatility model. Nevertheless, we include this estimator in our comparison for completeness.

The asymptotic variance for all estimators is

\[
 \Sigma = 8 \int_{0}^{T} c_{s}^{4} ds,
\]

which we estimate using Algorithm 1 with 1000 simulated samples.

In Table 1, we find the multiscale estimator \( \text{MS}_{n} \) achieves the smallest relative bias for each sampling frequency: its bias is moderately smaller than that of \( \text{JR}_{n}^{(3)} \) (which also corrects all sources of biases), and is substantially smaller than those of the other estimators. This finding suggests both \( \text{MS}_{n} \) and \( \text{JR}_{n}^{(3)} \) are effective for bias correction, with the former performing better than the latter. That said, the multiscale estimator has a slightly larger relative root-mean-square error than \( \text{JR}_{n}^{(3)} \), which reflects a bias-variance trade-off in finite samples. Generally speaking, the jackknife estimators perform similarly to the bias-corrected estimators of [14] and [15], and outperform the kernel-based estimator. Note the jackknife method does not involve any explicit estimation of the biases, which would typically require substantial effort in practical implementation.

Figure 1 compares the histograms of these estimators studentized by the estimated asymptotic standard error. We observe that the estimators that rely on “undersmoothing,” namely, \( \text{TS}_{n} \) and \( \text{JR}_{n}^{(1)} \), are not well centered. This issue is evidently mitigated after adjusting for the boundary effect, as shown by the histograms of \( \text{TS}_{n} \) and \( \text{JR}_{n}^{(2)} \), and further improvement is attained by \( \text{MS}_{n} \) and \( \text{JR}_{n}^{(3)} \).
In this table, we report the relative biases and relative root-mean-square-errors (in percentage unit) for seven estimators. For the multiscale estimator, we choose \((\psi_1, \psi_2, \psi_3) = (-2.5, 8, -4.5)\), and correspondingly \((k_{1,n}, k_{2,n}, k_{3,n}) = (15, 30, 45)\) for data sampled every 5 minutes, or \((40, 80, 120)\) for data sampled every minute. For the two-scale estimator, we choose \((\psi_1, \psi_2) = (-1, 2)\) along with the same \((k_{1,n}, k_{2,n})\) above. For JR estimators, we choose \(k_n = 30\) for 5-minute data, and 80 for 1-minute data, respectively. For the kernel-based estimator, we choose \(h_n = 3k_n\) for both 5-minute and 1-minute data, which minimizes approximately the RMSE among various choices ex post. We fix \(T = 1\) month.

<table>
<thead>
<tr>
<th>(\Delta_n = 5\text{ minutes} )</th>
<th>(\Delta_n = 1\text{ minute} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BIAS (%)</td>
</tr>
<tr>
<td><strong>Jackknife estimators</strong></td>
<td></td>
</tr>
<tr>
<td>(T S_n)</td>
<td>-4.76</td>
</tr>
<tr>
<td>(T S'_n)</td>
<td>-1.09</td>
</tr>
<tr>
<td>(M S_n)</td>
<td>-0.35</td>
</tr>
<tr>
<td><strong>Estimators with explicit bias correction</strong></td>
<td></td>
</tr>
<tr>
<td>(J R_{n}^{(1)})</td>
<td>-3.47</td>
</tr>
<tr>
<td>(J R_{n}^{(2)})</td>
<td>-0.98</td>
</tr>
<tr>
<td>(J R_{n}^{(3)})</td>
<td>-0.69</td>
</tr>
<tr>
<td><strong>Kernel-based estimator</strong></td>
<td></td>
</tr>
<tr>
<td>(K_n)</td>
<td>18.80</td>
</tr>
</tbody>
</table>

In particular, the histograms of studentized versions of \(M S_n\) and \(J R_{n}^{(3)}\) match the standard normal density very well, suggesting the feasible central limit theorem works well in finite samples for these estimators.

To evaluate the impact of microstructure noise on these estimators, we add an i.i.d. Gaussian noise to each observed price in our sample. The standard deviation of the noise is \(10^{-4}\), which is realistically calibrated. The results are reported in Table 2. Compared with the results in Table 1, the impact of the noise is somewhat noticeable at a 1-minute frequency but is less clear for a 5-minute frequency. This finding is not surprising, given that subsampling is the standard and most widely used procedure in practice to deal with the microstructure noise, and that the signal-to-noise ratio increases as sampling becomes more sparse.

All estimators considered above involve a choice of local windows. In practice, the window size should not be chosen “too small” so as to have enough aggregation within each local window, and should not be taken “too big” so that the time-variation of various underlying processes remain moderate. Data-driven choices of local windows, when available, often depend on user-specified loss functions and unknown latent quantities that are hard to estimate. Given this difficulty, it is advisable to experiment with different local window sizes as a robustness check, to which we now turn.
In this figure, we compare the histograms of the studentized statistics with the standard normal density. The estimators are implemented as described in Table 1. The asymptotic variance is estimated using Algorithm 1 with 1000 simulated samples, for which we set \( k_n = 39 \) for 5-minute data, and \( k_n = 78 \) for 1-minute data.

In Table 3, we demonstrate the robustness of our multiscale estimator against different choices of local windows (i.e., \( k_{q,n} \)). Recall that in Table 1, we choose \( k_{2,n} = 30 \) and 80 for 5-minute and 1-minute data, respectively, while fixing \( k_{q,n} = a q k_{1,n} \) for \((a_1, a_2, a_3) = (1, 2, 3)\). Here, we use the same values of the \( k_{2,n} \)'s as before, but choose wider ranges of \((a_1, a_2, a_3)\): \((1, 3, 9)\) for 5-minute data and \((1, 4, 12)\) for 1-minute data. In the case with 1-minute sampling, for example, the jackknife estimator now involves window sizes \( k_{1,n} = 20 \) and \( k_{3,n} = 240 \), which clearly span a wide range in practical terms. This robustness check thus poses a nontrivial challenge for the proposed estimators. For comparison, we also report results for the \( JR_n \) estimates corresponding to \( k_n = k_{1,n} \) and \( k_{3,n} \).

From Table 3, we see that the performance of the multiscale estimator is insensitive to these alternative choices of \( k_{q,n} \), but the performance of the \( JR_n \) estimators deteriorates. In particular, the benchmark estimator \( JR_n^{(1)} \), which relies on “undersmoothing,” shows large bias when the local window size is large. In contrast, even...
In this table, we report the relative biases and relative root-mean-square errors (in percentage unit) for seven estimators. The setting is identical to that of Table 1, except that we add i.i.d. Gaussian noises to the observed log prices.

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>$\Delta_n = 5$ minutes</th>
<th></th>
<th>$\Delta_n = 1$ minute</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BIAS (%)</td>
<td>RMSE (%)</td>
<td>BIAS (%)</td>
<td>RMSE (%)</td>
</tr>
<tr>
<td>Jackknife estimators</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS $n$</td>
<td>-3.06</td>
<td>10.54</td>
<td>6.02</td>
<td>9.15</td>
</tr>
<tr>
<td>TS' $n$</td>
<td>0.65</td>
<td>10.42</td>
<td>8.18</td>
<td>11.06</td>
</tr>
<tr>
<td>MS $n$</td>
<td>1.41</td>
<td>11.37</td>
<td>8.53</td>
<td>11.32</td>
</tr>
<tr>
<td>Estimators with explicit bias correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JR $n^{(1)}$</td>
<td>-1.75</td>
<td>10.26</td>
<td>6.85</td>
<td>9.83</td>
</tr>
<tr>
<td>JR $n^{(2)}$</td>
<td>0.77</td>
<td>10.49</td>
<td>8.29</td>
<td>11.17</td>
</tr>
<tr>
<td>JR $n^{(3)}$</td>
<td>1.05</td>
<td>10.78</td>
<td>8.51</td>
<td>11.34</td>
</tr>
<tr>
<td>Kernel-based estimator</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K_n$</td>
<td>20.88</td>
<td>24.64</td>
<td>16.42</td>
<td>18.41</td>
</tr>
</tbody>
</table>

In this table, we report the relative biases and relative root-mean-square errors (in percentage unit) for six estimators. The setting is identical to that of Table 1, except that we choose different choices of bandwidths. For the multiscale estimator, we choose $(k_{1,n}, k_{2,n}, k_{3,n}) = (10, 30, 90)$ for data sampled every 5 minutes, or (20, 80, 240) for data sampled every minute. For JR $n$ estimators, we choose $k_n = 10$ and 90 for 5-minute data, and 20 and 240 for 1-minute data, respectively.

### Table 3

<table>
<thead>
<tr>
<th></th>
<th>$\Delta_n = 5$ minutes</th>
<th></th>
<th>$\Delta_n = 1$ minute</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BIAS (%)</td>
<td>RMSE (%)</td>
<td>BIAS (%)</td>
<td>RMSE (%)</td>
</tr>
<tr>
<td>Jackknife estimators</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS $n$</td>
<td>-4.29</td>
<td>10.82</td>
<td>-2.29</td>
<td>5.05</td>
</tr>
<tr>
<td>TS' $n$</td>
<td>-1.00</td>
<td>10.19</td>
<td>-0.62</td>
<td>4.40</td>
</tr>
<tr>
<td>MS $n$</td>
<td>-0.49</td>
<td>10.51</td>
<td>-0.37</td>
<td>4.46</td>
</tr>
<tr>
<td>Estimators with explicit bias correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JR $n^{(1)}$</td>
<td>-4.91</td>
<td>11.27</td>
<td>-1.68</td>
<td>4.69</td>
</tr>
<tr>
<td>JR $n^{(2)}$</td>
<td>-4.02</td>
<td>11.09</td>
<td>-1.33</td>
<td>4.57</td>
</tr>
<tr>
<td>JR $n^{(3)}$</td>
<td>-5.79</td>
<td>12.07</td>
<td>-1.78</td>
<td>4.77</td>
</tr>
<tr>
<td>$k_n = 90$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JR $n^{(1)}$</td>
<td>-8.86</td>
<td>13.49</td>
<td>-4.95</td>
<td>7.16</td>
</tr>
<tr>
<td>JR $n^{(2)}$</td>
<td>-1.80</td>
<td>10.14</td>
<td>-1.17</td>
<td>4.52</td>
</tr>
<tr>
<td>JR $n^{(3)}$</td>
<td>-0.53</td>
<td>10.39</td>
<td>-0.41</td>
<td>4.45</td>
</tr>
</tbody>
</table>
though the multiscale estimator depends on the same choice of local windows, the bias terms from its building blocks are effectively canceled out so that its performance is more robust to the choice of window size.

Overall, the Monte Carlo evidence confirms the effectiveness for bias-correction of the multiscale jackknife and the two-scale jackknife with a boundary adjustment. In addition, we find the standard error generated by Algorithm 1 captures the sampling variabilities of these bias-corrected estimators well. Taken together, the proposed inference procedure shows good performance in finite samples and should provide an easy-to-implement alternative to existing methods.

5. Conclusion. We propose jackknife estimators for efficiently estimating general integrated volatility functionals. Such functionals are broadly useful as risk measures or moment conditions in the estimation of scientific models. The proposed jackknife estimator, along with a simulation-based estimator for its asymptotic variance, is easy to implement in practice. In particular, the cumbersome task of calculating (a large number of) partial derivatives is completely avoided. We show the jackknife estimator is semiparametrically efficient and exhibits a type of robustness with respect to the choice of local windows, in that the latter can have both undersmoothing and oversmoothing behaviors.
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SUPPLEMENTARY MATERIAL

Supplement to “Efficient estimation of integrated volatility functionals via multiscale jackknife” (DOI: 10.1214/18-AOS1684SUPP; .pdf). This appendix contains all mathematical proofs.
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